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Abstract

We examine how artificial intelligence transforms the core pillars of
collaboration—performance, expertise sharing, and social engagement—through a pre-
registered field experiment with 776 professionals at Procter & Gamble, a global consumer
packaged goods company. Working on real product innovation challenges, professionals were
randomly assigned to work either with or without AI, and either individually or with another
professional in new product development teams. Our findings reveal that AI significantly
enhances performance: individuals with AI matched the performance of teams without
AI, demonstrating that AI can effectively replicate certain benefits of human collaboration.
Moreover, AI breaks down functional silos. Without AI, R&D professionals tended to suggest
more technical solutions, while Commercial professionals leaned towards commercially-
oriented proposals. Professionals using AI produced balanced solutions, regardless of their
professional background. Finally, AI’s language-based interface prompted more positive
self-reported emotional responses among participants, suggesting it can fulfill part of the
social and motivational role traditionally offered by human teammates. Our results suggest
that AI adoption at scale in knowledge work reshapes not only performance but also how
expertise and social connectivity manifest within teams, compelling organizations to rethink
the very structure of collaborative work.

Keywords: Artificial intelligence, Teamwork, Human-machine interaction, Productivity, Skills,
Innovation, Field experiment.

2



1 Introduction

Teamwork is the cornerstone of modern organizations. Whether designing a new product,

solving strategic challenges, or orchestrating large-scale innovation, human collaboration has

traditionally been central to achieving higher-quality results than individuals working alone.

There are three fundamental pillars upon which the justification for teamwork relies. The first

is performance: teamwork is more effective than individual work and allows for more complex

problems to be tackled (Ancona and Caldwell, 1992; Lindbeck and Snower, 2000; Wuchty et

al., 2007; Deming, 2017; Weidmann and Deming, 2020). The second is expertise sharing and

knowledge complementarities: teamwork allows people with different expertise to come together

and work on the same problem in an effective way (Kogut and Zander, 1992; Argote, 1999;

Nickerson and Zenger, 2004). Finally, human sociality: people enjoy connecting with other people,

which increases their motivation to work (Deutsch, 1949; Kozlowski and Bell, 2013; Johnson

and Johnson, 2005). Despite significant research on how teamwork and collaborations function,

we know remarkably little about how these core pillars hold up when an emerging technology

enters the equation: artificial intelligence (AI). The integration of AI into knowledge work poses

a foundational challenge: while AI, particularly generative AI (GenAI), has demonstrated the

capacity to enhance individual creativity, productivity, and decision-making (Noy and Zhang,

2023; Dell’Acqua et al., 2023b; Brynjolfsson et al., 2023; Peng et al., 2023) its ramifications for team-

based collaboration remain largely unexplored. Prior work has treated AI primarily as a tool, like

a spreadsheet or calculator, that can be used to enhance performance. But a unique aspect of Large

Language Models, the most common form of GenAI, is that they are trained on human language

and often act more like a person than a machine (Mollick, 2024). This leads to a key question: can

GenAI fill the role of humans in teamwork? We examine this by moving past considering AI as a

mere tool, but instead ask whether it can provide some of the same benefits of human teamwork,

namely collective performance, expertise sharing, and social connection.

To address these questions, we designed a large-scale field experiment exploring three main

dimensions. 1) Does GenAI provide the performance gains traditionally attributed to teamwork?

2) Does GenAI enable a broadening of expertise even when employees lack certain specialized

knowledge and skills? Finally, 3) Can GenAI offer the kind of social engagement that we typically

associate with human collaboration? Put simply, to what extent can AI be treated as a "cybernetic

teammate," rather than as yet another software tool?
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Our research addresses these questions through a unique field experiment and organizational

upskilling program involving 776 experienced professionals at Procter & Gamble (P&G), a global

consumer packaged goods company. Participants engaged in their company’s standardized new

product development process, randomly assigned to one of four conditions, in a 2x2 experimental

design: (1) an individual working without GenAI, (2) a team of two humans without GenAI,

(3) individuals with GenAI, and (4) a team of two humans plus GenAI. All teams comprised

one Commercial professional and one R&D professional, ensuring authentic cross-functional

collaboration that reflects real-world organizational structures. Each individual or team was

assigned to develop a new solution to address a real business need for their business unit, ensuring

they could leverage their domain expertise on the business needs they regularly target in their

work.

Within this framework, we focus on three main outcomes that map onto the pillars of

teamwork. First, we examine performance: Can AI help people produce high-quality work at

scale, potentially with less time invested or more thorough exploration of solutions? Second,

we look at expertise: Does AI enable participants to breach typical functional boundaries—for

instance, allowing R&D professionals to produce commercially viable ideas or commercial

professionals to propose technically sound solutions? Third, we measure human sociality.

While this can take many forms, we operationalize it as the emotional dimensions of the

collaborative experience. Specifically, we ask: To what extent does AI actually affect emotional

experiences—such as excitement, engagement, or frustration—that traditionally emerge from

human-to-human interaction?

Our findings show that AI replicates many of the benefits of human collaboration, acting as

a “cybernetic teammate.”1 Individuals with AI produce solutions at a quality level comparable

to two-person teams, indicating that AI can indeed stand in for certain collaborative functions.

Digging deeper, the adoption of AI also broadens the user’s reach in areas outside their core

expertise. Workers without deep product development experience, for example, can leverage AI’s

suggestions to bridge gaps in knowledge or domain understanding, effectively replicating the

knowledge integration typically achieved through human collaboration. This has the potential

to diminish functional boundaries, democratizing expertise within teams and organizations.

1The term draws from Norbert Wiener’s foundational work on cybernetics, which describes feedback-regulated
systems that dynamically adjust their behavior in response to environmental inputs. Rather than simply automating
tasks, such systems modify their functioning through iterative feedback loops, a property that makes them capable of
participating in collaborative processes (Wiener, 1948, 1950).
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Moreover, professionals reported more positive emotions and fewer negative emotions when

engaging with AI compared to working alone, matching the emotional benefits traditionally

associated with human teamwork. This pattern notably differs from previous findings about

technology’s typically negative impact on workplace social dynamics.

Overall, our findings indicate that adopting AI in knowledge work involves more than simply

adding another tool. By enhancing performance, bridging functional expertise, and reshaping

collaboration patterns, GenAI prompts a rethinking of how organizations structure teams and

individual roles. As firms integrate AI technologies more widely, they must weigh not only

operational efficiencies but also emotional and social implications for workers. Our study lays

a foundation for understanding these shifts and offers insights that can guide the design of AI-

enhanced work environments—where AI itself acts as a genuine teammate.

2 Related Literature

The nature of knowledge work is becoming ever more collaborative (Lazer and Katz, 2003;

Deming, 2017; Puranam, 2018). Teamwork forms the backbone of modern organizations for

multiple reasons, but foremost among them is performance. A wide range of scholarship

shows that collaboration can outperform individual effort in organizations by integrating

multiple perspectives, thereby tackling complex problems more effectively (Ancona and Caldwell,

1992; Cohen and Bailey, 1997; Csaszar, 2012). While collaborative production creates unique

organizational challenges (Alchian and Demsetz, 1972), Cohen and Bailey (1997) highlight that

well-structured teamwork can mobilize broad-based knowledge under high task complexity. In

the same vein, Csaszar (2012) demonstrates how collective decision-making reduces errors by

drawing on a wider range of input.

These performance advantages fundamentally stem from the synergy that arises when team

members share real-time feedback, pool different skill sets, and engage in collective problem-

solving (DiBenigno and Kellogg, 2014; Page, 2019). Such interplay curtails blind spots, encourages

scrutiny of multiple viewpoints, and fosters collaborative creativity. By distributing workload and

leveraging complementary skills, collaborative teamwork adapts fluidly to shifting requirements,

ultimately producing more robust results than isolated contributors could achieve on their own.

Beyond raw performance, a second key rationale for teamwork is the sharing of expertise

across functional or disciplinary boundaries. A central tenet of the knowledge-based view is that
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specialized knowledge resides in individuals and must be integrated to solve complex problems.

Kogut and Zander (1992) show how recombining distinct skill sets can spur innovation, while

Nickerson and Zenger (2004) emphasize that problem-solving often demands multiple domains of

expertise working in tandem. Argote (1999), in turn, suggests that teams are the primary locus of

learning and knowledge retention, because members can refine and transfer insights during direct

interaction. In this sense, teamwork serves as on-the-ground conduits of knowledge exchange,

bridging cognitive gaps that would otherwise constrain performance.

Additionally, recent studies emphasize the importance of distinguishing between functional

and industry expertise when understanding collaboration (Kacperczyk and Younkin, 2017;

Souitaris et al., 2023). Task or functional expertise pertains to the methods and technical principles

guiding a given task (Garud, 1997; Kogut and Zander, 1992), whereas domain expertise focuses

on the norms and application contexts that are unique to each sector. Both types of expertise can

be crucial for surfacing and implementing innovative solutions effectively (Ayoubi et al., 2023).

The interplay between performance gains and expertise sharing is further magnified by the

increasing complexity of modern scientific, technical, and commercial tasks. Wuchty et al. (2007)

document a global shift toward greater collaboration across research fields, a trend they link to the

expanding breadth of knowledge required to stay at the cutting edge. Jones (2009) frames this as

the "burden of knowledge," showing how deep individual specialization necessitates team-based

coordination to integrate fragmented skill sets. In other words, as the volume and sophistication

of available knowledge grow, teams have become the indispensable scaffolding to achieve both

depth (through specialized experts) and breadth (through interdisciplinary collaboration) in

problem-solving.

Finally, human collaboration provides critical social and motivational benefits that enhance

work satisfaction (Deutsch, 1949; Kozlowski and Bell, 2013; Johnson and Johnson, 2005).

Teamwork can create promotive interaction, reducing fear of retaliation and encouraging

open participation (Johnson and Johnson, 2005). The resulting sense of belonging, collective

commitment, and reciprocal support fosters both stronger motivation and greater persistence in

challenging tasks.

Against this backdrop of increasingly team-based knowledge work, GenAI has emerged as a

transformative technology (Noy and Zhang, 2023; Dell’Acqua et al., 2023b; Brynjolfsson et al.,

2023; Peng et al., 2023; Boussioux et al., 2023; Girotra et al., 2023; Doshi and Hauser, 2024).2

2This builds on existing literature investigating the impact of earlier waves of AI technologies. See, for example,
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Early studies have focused on GenAI’s impact on individual performance, highlighting gains

in productivity, creativity, and decision-making. Yet, as the reliance on team-based innovation

grows, we need to understand GenAI’s influence on collaborative settings—the very context

where organizational value is most often created.

Generative AI represents a particularly significant development for teamwork because of two

distinctive characteristics. Unlike previous waves of technology that primarily automated explicit,

codifiable tasks, GenAI can engage with tacit knowledge - the kind of implicit understanding

that traditionally could only be shared through direct human interaction (Brynjolfsson et al.,

2017; Argote et al., 2021). Additionally, GenAI’s ability to engage in natural language dialogue

enables it to participate in the kind of open-ended, contextual interactions that characterize

effective teamwork, potentially allowing it to serve not just as a tool but as an active participant

in collaborative processes.

The integration of GenAI into team-based work presents a mix of opportunities and challenges.

On one hand, AI can enhance collaborative performance by automating certain tasks and

broadening the range of expertise available to team members (Agrawal et al., 2018; Raj and

Seamans, 2019). It might also enhance collaborative team dynamics and transform the division of

labor by expanding the potential performance on certain tasks beyond what humans or AI could

achieve on their own (Choudhary et al., 2023). Finally, AI may also facilitate boundary-spanning

across different knowledge domains (Levina and Vaast, 2005; Cattani et al., 2017).

On the other hand, organizational theory cautions that new technologies often require careful

integration, lest they destabilize existing routines (March and Simon, 1958; Nelson and Winter,

1982). Automation may disrupt habitual ways of coordinating tasks (Weber and Camerer, 2003). A

recent laboratory study highlights these potential coordination pitfalls in human–AI partnerships

(Dell’Acqua et al., 2023a). Even when AI outperforms humans on a specific task, overall team

performance declines, reflecting reduced trust and coordination failures. Moreover, technology-

driven shifts in roles and expertise may create new silos, limit learning opportunities, or reduce

human interaction (Kellogg et al., 2006; Beane, 2019; Balasubramanian et al., 2022).

These issues resonate with longstanding concerns that technology can undercut the social

aspects of work, thereby lowering human satisfaction (Trist and Bamforth, 1951; Henrich et al.,

2001; Dell’Acqua et al., 2023a). Yet, recent meta-analytic evidence also suggests that GenAI-based

Brynjolfsson et al. (2018); Agrawal et al. (2018); Furman and Seamans (2019); Iansiti and Lakhani (2020); Raisch and
Krakowski (2021).
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conversational agents can strengthen individuals’ social and emotional experience—for example,

by providing encouraging, human-like dialogue that reduces distress and fosters well-being (Li et

al., 2023, 2024). As a result, understanding not only whether AI can bolster performance but also

how it shapes team expertise sharing and social interactions becomes a pressing topic for scholars

and practitioners alike.

3 Experimental Design

3.1 Empirical Setting

Between May and July 2024, we conducted a large-scale field experiment at Procter &

Gamble (P&G) to evaluate how GenAI influences cross-functional new product development.3

P&G—renowned for its global footprint, structured R&D processes, and highly skilled

workforce—provides an ideal environment to investigate GenAI’s role in innovation-focused

knowledge work. With roughly 7,000 R&D professionals worldwide, the firm encompasses

end-to-end product development activities, from concept to launch. This breadth of expertise,

alongside well-defined organizational routines and vast operational scope, offers a unique lens

through which to examine human collaboration with GenAI in real-world contexts. Over several

months, we worked closely with P&G’s leadership to tailor our experimental design, aligning it

with the company’s established innovation practices and strategic priorities.

The idea of studying the effects of AI on product innovation tasks at the interplay between

Commercial and R&D functions originated from several in-depth discussions with the leadership

team of the organization. As it often happens in companies of this nature and scale, work at

P&G typically occurs in teams and follows structured routines, often involving cross-functional

collaboration. This is especially true for innovation activities, for which teams composed of

R&D and Commercial representatives are the fundamental unit where innovation happens in

the company—it’s where ideas are generated, and the entire innovation funnel begins. Senior

executives at P&G emphasized how improving the quality of work at this early stage of

the innovation process is crucial for the whole innovation pipeline, producing high-quality

"seeds" that can then grow within P&G’s innovation funnel. However, they also reported that

coordination frictions—such as finding time to convene representatives of both functions in a

3This project (IRB24-0202) received IRB approval. The study was pre-registered at AEA RCT Registry (AEARCTR-
0013603), detailing our experimental conditions, outcome variables, and analytical approaches. This plan will become
publicly available upon article acceptance or after the registry’s embargo period.
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meeting, as well as cultural divides between R&D and Commercial—could lower the quality of

innovation-related activities. The experiment was motivated by the willingness to test how an AI

teaming model affects innovation and potentially reduces these frictions.

This setting provides a specific instance where team activity, coordination across functions,

and selection processes converge, offering a rich environment to study the impact of AI on

collaborative work. By examining how GenAI affects these established collaboration processes,

our research provides insights that are directly applicable to the challenges faced by many large

organizations in today’s rapidly evolving technological landscape.

3.2 Experimental Approach

The experimental design was carefully crafted to mirror P&G’s actual new product development

processes, particularly focusing on the early stages where new ideas are generated and initially

developed. P&G emphasizes this early "seed" stage as a crucial element in their entire innovation

process. A senior leader at the company emphasized that "better seeds lead to better trees,"

reflecting the importance of high-quality ideation. Through extensive collaboration with P&G

over multiple months, we developed a deep understanding of their innovation practices and

structured our experiment accordingly. A key insight from this engagement was that early-stage

innovation typically involves very small cross-functional teams comprised of Commercial and

R&D professionals.4 We thus mimicked this structure in our experimental design.

The experiment was conducted as a one-day virtual product development workshop,

involving 811 participants from P&G’s Commercial and R&D functions.5 Our analyses focus

on 776 of these participants who were randomly assigned across four conditions.6 Specifically,

the four conditions were: (1) Control: Individual without AI, (2) Treatment 1 (T1): Team

(R&D + Commercial) without AI, (3) Treatment 2 (T2): Individual + AI, and (4) Treatment 3

(T3): Team (R&D + Commercial) + AI. Participants were randomly assigned to these conditions

within each of the eight randomization clusters, defined by four business units (Baby Care,

Feminine Care, Grooming, and Oral Care) across two geographies (Europe and Americas).7

4A long literature in management confirms the benefit of this approach for successful innovation (e.g., Dougherty
(1992))

5The detailed description of the tasks given to participants can be found in Appendix.
635 participants were not randomly assigned either because they entered the product development workshop too

late (in which case they completed the task alone without AI) or because their seniority was above band 3 (in which case
they completed the task alone with AI). Results are consistent when we include these non-randomized participants.

7While the randomization clusters included a geographical component, it was primarily to accommodate timezone
differences and ensure that team members could collaborate in real-time.
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Randomization was stratified by business unit and geography to ensure balanced representation

across all groups. Table 1 provides an overview of the participants, indicating a balanced

distribution of key functions within P&G. Figure 1 illustrates our 2x2 experimental design, with

participants randomly assigned to work either individually or in teams, and with or without

AI assistance." The sample size was determined to ensure sufficient statistical power to detect

meaningful differences between conditions, accounting for potential attrition and the nested

structure of the data.8 The inclusion of both Commercial and R&D functions allows for a

comprehensive examination of cross-functional collaboration, a critical aspect of innovation and

product development in large consumer goods companies. The two team conditions (with

and without AI) were formed by randomly pairing a Commercial and an R&D professional.

Collaboration occurred remotely through Microsoft Teams, as is standard practice at P&G, with

one team member randomly designated to share their screen and submit the team’s solution.9

This structure ensured that team members could contribute to and refine their solution in

real-time, while maintaining a single, coherent workflow for submission. Consequently, our

analysis treats each team as a cohesive unit, focusing on overall team performance and AI

integration rather than on individual roles within the team structure. Participants (whether alone

or in teams) were assigned tasks within their own business units to develop viable ideas for

new products, packaging, communication approaches, or retail execution, among others. All

supporting data and processes mirrored what P&G employees would typically use in similar

real-world efforts. This design choice enhanced ecological validity by allowing participants to

tackle challenges relevant to their day-to-day work. The GenAI tool used in the experiment was

built on GPT-4 and accessed through Microsoft Azure.10 In the AI-enabled conditions (T2 and

T3), participants received a one-hour training session on how to prompt and interact with the

GenAI tool for CPG-related tasks. One of the authors led this training and provided a PDF with

recommended prompts. This standardized approach ensured a uniform baseline of familiarity

with the GenAI interface for all AI-enabled participants. In addition to our primary measures

of overall performance, expertise sharing, and social interaction, we also collected information on

8The nested structure refers to individuals being grouped within teams, which are further nested within business
units and geographical regions, requiring careful statistical consideration. Maintaining team integrity posed a
significant challenge; if one member of a two-person team failed to participate, the entire team was nullified, leading
us to automatically reassign individuals from incomplete teams to individual assignments to preserve data collection
opportunities.

9The random assignment of leadership role between R&D and Commercial professionals had no statistically
significant impact on any of our team outcomes.

10Participants at the July workshop had access to GPT-4o. The results remain consistent across the various workshop
sessions.

10



solution novelty, feasibility, and impact as robustness checks. These measures confirm the findings

reported in the main text.

3.3 Collected Outcomes

Data collection occurred in multiple stages. Pre-survey data was collected to gather individual

information about participants. During the product development workshop, all GenAI prompts

and responses were recorded, and team interactions were transcribed. Post-survey data was also

collected, and followup interviews were conducted with some participants.

Participant motivation was both intrinsic and extrinsic. First, they enrolled in the study

as part of an organizational upskilling initiative to enhance their knowledge about GenAI and

its applications in their work. Additionally, a key incentive was the opportunity for visibility:

participants were informed that the best proposals would be presented to their managers, offering

a chance to showcase their skills and ideas to top management. To maintain fairness and

encourage participation across all conditions, rewards for the best proposals were determined

within each treatment group (control, individual with AI, etc.). This approach ensured that

participants in all conditions had equal opportunities for recognition, regardless of their assigned

experimental group.

After completing their initial task, participants in the control groups (both individual and

team) underwent the same GenAI training as the treated groups. They then repeated the task

using the newly acquired AI skills, allowing for a within-participant comparison of performance

before and after the training. This additional step not only provides insights into the learning

curve associated with GenAI tools and their potential for rapid integration into existing work

processes but also constitutes a cross-over experiment design for the control groups. It’s important

to note, however, that all the primary results presented in this study are based on the between

subject comparisons, focusing on the initial performance across all conditions before any crossover

occurred.

4 Empirical Strategy

4.1 Analytical Approach

Our empirical analysis primarily relies on regression analysis to estimate the causal effect of AI

adoption and team configuration on various outcome measures. Our main specification takes the
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following form for a given solution generated i:

Yi = β0 + β1TeamNoAIi + β2AloneAIi + β3TeamAIi + γControlsi + δFEi + ϵi

where Yi represents different outcome variables that we examine in our analysis. Each outcome

captures a distinct dimension of performance, expertise and collaboration that we investigate to

understand the multifaceted impact of AI adoption and team configuration on work processes and

outputs. The baseline category is individuals without AI. We describe these outcome variables in

detail in section 3.2 below.

Controlsi includes list of pre-experimental features including demographic and professional

characteristics, and FEi includes day and Business Unit fixed effects.

We estimate three variants of this model. Model 1 includes only the treatment indicators.

Model 2 includes only fixed effects for business unit and date of participation. Model 3 adds

controls including band level, years of experience in the company, gender, and prior AI usage

both at work and for personal purposes. Throughout our analysis, we use robust standard errors

to account for potential heteroskedasticity.

Beyond these direct comparisons to the baseline, we conduct additional analyses comparing

outcomes across treatment conditions. Of particular interest are the comparisons between

the two team conditions (Team without AI versus Team with AI) and between the two AI

enabled conditions (Alone with AI versus Team with AI). These additional comparisons help

us understand both the value of AI in team settings and the complementarity between AI and

teamwork. Whenever relevant, we report the p-values for these comparisons at the bottom of our

regression tables and discuss their implications in the text.

4.2 Dependent Variables

Our primary outcome measure is Quality, which captures the overall quality of proposed

solutions on a scale from 1 to 10. These quality scores were assigned by human expert

evaluators with backgrounds in both business and technology, who independently assessed each

solution. The evaluators were blind to the conditions of the experiment and the profile of the

submitters. We standardized these scores based on the control group (individuals working alone

without AI), resulting in scores that represent standard deviations from the control group mean.

During the same evaluation process, experts also assessed two additional key dimensions of the

solutions: Novelty and Feasibility. Novelty measures the degree of innovation and originality

in the proposed solutions on a scale from 1 to 10, while Feasibility evaluates how practical
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and implementable the solutions are, also on a 1-10 scale. These dimensions were evaluated

simultaneously with the overall quality assessment, providing a comprehensive evaluation of

each solution’s merits.11

These innovation outcomes are grounded in the literature (e.g., Lane (2023)) and also used

extensively by P&G. On average, each solution received more than three independent evaluations,

though the exact number varies across solutions. This multiple-evaluation approach helps ensure

the robustness of our quality measurements.

We also analyze several other performance measures. Time Spent captures the number

of seconds participants spent working on their task. In our analyses, we use the natural

logarithm of Time Spent, as this transformation better accounts for the right-skewed nature of

time measurements, though our results are consistent when using raw time values. Length

measures the total number of words in the solutions submitted by participants. This variable helps

us understand how AI and team configuration affect the comprehensiveness and detail level of

proposed solutions.

Expected Quality is a binary variable based on survey responses, where participants indicated

whether they expected their solution to rank in the top 10% (1) or not (0). This measure helps

us understand how different working configurations affect participants’ confidence and self

assessment of their performance.

In addition to performance metrics, we capture how expertise is configured and deployed.

Specifically, we categorize participants based on their domain of knowledge (R&D or commercial)

and their functional experience embodied in whether product development is a Core job

responsibility (i.e., employees who regularly engage in new product initiatives) or a Non-core

job role (i.e., individuals in the same business unit but involved less frequently in new product

innovation). This dichotomy provides insight into how prior knowledge and domain familiarity

might interact with AI or team structures. Additionally, we measured the degree of Technicality of

a solution. A 1–7 Likert score assigned by the same human evaluators assessing solution quality,

where higher values indicate more technically oriented ideas. Conversely, lower values suggest

commercially oriented, market-focused concepts.

Finally, we measure changes in participants’ self-reported emotional states before and after

completing the task through two composite measures. Positive emotions combine participants’

11As a robustness check, we replicated all analyses using AI-generated evaluations of the solutions. Results remain
consistent, as shown in Appendix.
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reported levels of enthusiasm, energy, and excitement, while negative emotions aggregate feelings

of anxiety, frustration, and distress. Both measures are calculated as the difference between post-

task and pre-task responses, with each component measured on a scale from 1 to 7, and both

measures are standardized based on the control group mean and standard deviation.

5 Results

5.1 Performance

Figure 2 provides crucial insights into the quality of solutions across different groups. It displays

average quality scores, showing the relative performance of AI-treated versus non-AI treated

groups is significantly higher. The distributions of these quality scores, shown in Figure 3,

reveal that while both teams without AI and individuals with AI significantly outperform the

control group, their quality distributions are remarkably similar, providing further evidence

that AI can replicate key performance benefits of teamwork. Table 2 quantifies these quality

differences through regression analysis. Teams without AI show a quality improvement of 0.24

standard deviations over individuals without AI (p < 0.05), highlighting the traditional benefits of

collaboration. This replication of traditional team benefits serves as an important validation of our

experimental setting, confirming that teams function as expected in real organizational contexts,

as well as confirming P&G’s new product development experience.

The impact of AI is more substantial: individuals with AI demonstrate a 0.37 standard

deviation increase (p < 0.01), while teams with AI show a 0.39 standard deviation improvement

(p < 0.01). These effects remain robust across all specifications. The data reveal a hierarchy in

solution quality across different working configurations. Individuals working alone without AI

assistance produced the lowest quality solutions on average. Teams working without AI showed

a modest improvement over individuals. The introduction of AI led to notable performance

changes: individuals working with AI performed at a level comparable to teams without AI,

suggesting that AI-enabled individuals can match the output quality of traditional human teams,

effectively substituting for team collaboration in certain contexts.

Finally, as has been the case with individual workers, we see large productivity improvements.

Figure 4 illustrates the average time saved on tasks across different groups, using individuals

without AI as the baseline. Teams and individuals without AI spent similar amounts of time on

tasks. However, the introduction of AI substantially reduced time spent working on the solution:
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individuals with AI spent 16.4% less time than the control group, while teams with AI spent 12.7%

less time. Table 4 further corroborates these findings. Additionally, Figure A1 shows the impact

of AI was substantial. While teams without AI produced solutions only marginally longer than

individual controls, the introduction of AI led to substantially longer outputs. As shown in Table

3, these large effects persist across all specifications.

5.2 Expertise

We now turn to how AI impacts how team expertise is leveraged in the new product development

task. We start by examining the heterogeneity of the results across workers who have different

familiarity with this type of task, as shown in Figure 5 and the corresponding Table 5. These

figures split our sample between employees for whom product development is a core job task (left

panel - core-job) and employees that are less familiar with new product development (right panel

- non-core-job), comparing their performance across our experimental conditions.12

The results are particularly noteworthy for non-core-job employees. Without AI, non-core-

job employees working alone performed relatively poorly. Even when working in teams, non-

core-job employees without AI showed only modest improvements in performance. However,

when given access to AI, non-core-job employees working alone achieved performance levels

comparable to teams with at least one core-job employee. This suggests that AI can effectively

substitute for the expertise and guidance typically provided by team members that are familiar

with the task at hand. This pattern demonstrates AI’s potential to democratize expertise within

organizations, extending prior work on individual knowledge workers (e.g., (Brynjolfsson et al.,

2023; Dell’Acqua et al., 2023b)). AI allows less experienced employees to achieve performance

levels that previously required either direct collaboration or supervision by colleagues with more

task-related experience.

Our next findings focus on changes in the collaboration of teams. Figure 6 illustrates the

difference in idea generation between commercial and technical participants, with and without

AI assistance. The left graph shows participants working alone without AI. In this scenario,

commercial participants (green) demonstrate a higher likelihood of proposing more commercial

ideas, as indicated by their distribution towards higher values on the x-axis. In contrast, technical

participants (yellow) tend to suggest less commercially-oriented ideas, clustering towards lower

12Teams where only one employee has as their core job to work on new product development are classified as core-job
teams.
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x-axis values. The right graph depicts participants working with AI assistance. Notably, the

distinction between commercial and technical participants disappears in this scenario. The

distribution of both groups appears similar across the x-axis, suggesting that AI assistance leads

these groups to propose ideas of a similar level of technicality. Figure 6 illustrates a shift in idea

generation patterns with the introduction of AI. Without AI assistance, participants tended to

generate ideas closely aligned with their professional backgrounds. However, when aided by

AI, this distinction largely disappeared. Both commercial and technical participants generated

a more balanced mix of ideas, spanning the commercial/technical spectrum. Moreover, quality

scores did not significantly vary based on a solution’s technical orientation, indicating that these

effects did not come at the cost of solution effectiveness. By leveraging AI, participants effectively

expanded their problem-solving horizons, demonstrating AI’s potential to foster more holistic and

interdisciplinary thinking.

5.3 Sociality

Finally, we find that AI integration leads to enhanced positive emotional experiences. Figures 7

and 8 present emotional responses across groups, illustrating that participants using AI reported

significantly higher levels of positive emotions (excitement, energy, and enthusiasm) and lower

levels of negative emotions (anxiety and frustration). Tables 6 and 7 confirm these results.

Specifically, individuals with AI showed a 0.457 standard deviation increase in positive emotions

(p < 0.01) compared to the control group, while teams with AI demonstrated an even larger

0.635 standard deviation increase (p < 0.01). Simultaneously, both individuals and teams using

AI reported significant decreases in negative emotions (-0.233 and -0.235 standard deviations

respectively, p < 0.05). This pattern of emotional responses provides further evidence of AI’s

effectiveness as a teammate. Without AI assistance, individuals working alone show lower

positive emotional responses compared to those working in teams, reflecting the traditional

psychological benefits of human collaboration. However, individuals using AI report positive

emotional responses that match or exceed those of team members working without AI. This

suggests that AI can substitute for some of the emotional benefits typically associated with

teamwork, serving as an effective collaborative partner even in individual work settings.

These emotional responses correlate with participants’ evolving expectations about AI use.

As shown in Tables 8 and 9, participants who reported larger increases in their expected future

use of AI also reported more positive and fewer negative emotions during the task. While this

16



correlation cannot definitely establish causality, it suggests an interesting relationship between

positive experiences with AI and anticipated future engagement with the technology.

6 Additional Analyses

6.1 Exceptional Performance Measures

While our primary analyses center on average solution quality, many organizations place

disproportionate emphasis on exceptional outcomes—the very best ideas that may generate

outsized returns if implemented. In innovation contexts, a handful of top ideas can make a

significant impact on new product success (Dahan and Mendelson, 2001; Girotra et al., 2010;

Boudreau et al., 2011). Understanding how different work configurations affect the likelihood

of generating these exceptional solutions is therefore crucial for organizations seeking to optimize

their innovation processes.

To explore whether AI can facilitate these standout solutions, we developed additional metrics

capturing top-tier performance. We created a binary measure called Top 10% Solutions, which

equals 1 if a solution’s quality score (on a 1–10 scale) ranked in the highest decile across all

submissions in the sample, and 0 otherwise. By isolating these top performers, we can assess

the extent to which AI-enabled conditions and team configurations produce exceptionally high-

quality innovations.

Figure 9 highlights the extent to which AI improves innovative performance. Both individuals

and teams using AI were more likely to generate solutions ranking in the top 10% of all

submissions. Specifically, as quantified in Table 10, teams with AI were 9.2 percentage points

more likely to produce solutions in the top decile compared to the control mean of 5.8%, that

corresponds to around 3 times more chances of being in the top decile of solutions. While

individuals with AI show a small positive effect, this effect is not statistically significant,

suggesting that the combination of AI and teamwork might be particularly powerful for achieving

exceptional performance. These patterns indicate that AI, particularly when combined with

teamwork, doesn’t just improve average performance but substantially increases the likelihood

of producing the kind of breakthrough solutions that drive organizational success.
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6.2 Expected Quality

We captured Expected Quality—a self-reported binary variable indicating whether participants

believed their solution would be in the top 10% or not. Participants answered this question

immediately after submitting their final solution. Interestingly, while objective performance

improved, participants using AI were actually less confident about their solutions. As shown in

Figure 10, AI-enabled participants were 9.2 percentage points less likely to expect their solutions

to rank in the top 10% compared to the control group (p < 0.05), suggesting a disconnect between

actual and perceived performance.

6.3 Human Team Collaboration

Figure 11 shows the distribution of solution types, ranging from technically-focused to market-

focused approaches. Without AI, teams exhibit a clear bimodal distribution (bimodality coefficient

= 0.564), suggesting that solutions tend to cluster around either technical or commercial

orientations, likely reflecting the dominant perspective of the more influential team member. In

contrast, AI-enabled teams show a more uniform, unimodal distribution (bimodality coefficient =

0.482), while maintaining similar overall levels of technical content. This shift from bimodality

to unimodality, while preserving the range of technical depth, suggests that AI helps reduce

dominance effects in team collaboration. Overall, AI appears to facilitate more balanced

contributions from both technical and commercial perspectives.

6.4 Patterns of AI Use

Our data also allowed us to assess the extent to which teams actually used the AI in their work.

To assess the extent of AI utilization in solution generation, we analyzed the retention rate of

AI-generated content in participants’ final submissions. Our retention measure quantifies the

percentage of sentences in the submitted solutions that were originally produced by AI, with a

threshold of at least 90% similarity. This metric excludes sentences that were part of the initial

human-authored prompts, focusing solely on AI-generated content. Figure 12 illustrates the

distribution of retention rates for both individual and group AI conditions.

The retention analysis reveals an interesting pattern relating to AI reliance among participants.

For both individuals and groups using AI, we observe a significant skew towards high retention

rates, with a substantial proportion of participants retaining more than 75% of AI-generated
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content in their final solutions. This suggests that many participants heavily leveraged AI

capabilities in crafting their responses. However, high retention rates do not necessarily

indicate passive AI adoption—participants may engage extensively with the tool through iterative

prompting, validation of responses, critical evaluation, and incorporation of domain expertise

in their prompting strategy.13 Interestingly, the distribution also shows a non-trivial percentage

of participants with zero retention. These cases represent participants who engaged with AI

for ideation, brainstorming, or validation purposes rather than direct solution generation. This

polarized distribution points to two distinct patterns of AI usage: one where participants heavily

rely on AI-generated content for their final solutions, and another where AI serves primarily as a

collaborative tool for ideation and refinement rather than direct content generation.

Considering more broadly the variety of ideas being produced, Figure 13 exhibits the semantic

similarity of solutions across different conditions. While human-only solutions (both individual

and pair) show relatively dispersed distributions, AI-aided solutions demonstrate notably higher

semantic similarity. This increased consistency in AI-aided solutions aligns with existing literature

on the standardizing effect of large language models. However, in order to better interpret the

similarity increase, we directly prompted GPT-4o to solve the same problems iteratively and

checked whether AI-enabled solutions were especially similar to what AI alone generated.14 This

"AI Only" shows much tighter clustering, suggesting that human participants are not simply

transcribing naive AI outputs. This finding becomes particularly interesting when considered

alongside our retention analysis: despite the high retention rates of AI-generated content in

final solutions, the semantic fingerprint of AI-aided solutions remains closer to human-only

solutions than to pure AI outputs, indicating that humans meaningfully shape and contextualize

AI suggestions rather than merely adopting them wholesale.

7 Discussion and Conclusion

Our study reveals fundamental insights about the transformative potential of GenAI in workplace

team collaboration, with implications for both theory and practice. Our findings demonstrate that

AI integration is not merely augmenting existing work processes but may have the potential to

reshape the nature of collaboration and expertise in organizational settings. Our results begin by

13Among participants who retained at least some AI-generated content, the average number of prompts was 18.7.
Notably, participants whose solutions showed 100% AI-generated content averaged 23.9 prompts, suggesting extensive
iterative interaction with the tool rather than simple copy-and-paste behavior.

14We simply prompted the GPT-4o interface with the instructions of the problem with no additional iterations.
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confirming traditional assumptions about team effectiveness—teams without AI demonstrated

modestly better performance (0.24 standard deviation improvement) compared to individuals

working alone, reflecting the traditional benefits of cross-functional collaboration. However,

the introduction of AI dramatically reshapes this performance landscape. Individuals working

with AI showed a substantial 0.37 standard deviation performance increase over the baseline

of working alone without AI. This finding suggests that AI can effectively substitute for certain

collaborative functions, acting as a genuine teammate by granting individuals access to the varied

expertise and perspectives traditionally provided by team members. Teams augmented with AI

showed similar levels of improvement (0.39 standard deviations over baseline): their performance

was not significantly different from that of individuals using AI. This pattern suggests that

AI’s immediate impact appears to stem more from its capacity to bolster individual cognitive

capabilities than from fundamentally transforming human-to-human collaboration.

Two important caveats shape the interpretation of these findings. First, our participants were

relatively inexperienced with AI prompting techniques, suggesting the observed benefits may

represent a lower bound. As users develop more sophisticated AI interaction strategies, the

advantages of AI-enabled work could increase substantially. Second, the AI tools used were

not optimized for collaborative work environments. Purpose-built collaborative AI systems

could potentially unlock significantly greater benefits by better supporting group dynamics and

collective problem-solving processes.

We should also highlight two limitations. First, although we followed the firm’s early-stage

product development routine, our experiment relied on one-day virtual collaborations that did

not fully capture the day-to-day complexities of team interactions in organizations — such as

extended coordination challenges and iterative rework cycles. Second, we focused on cross-

functional pairs of human workers, while collaborations involving team members with similar

expertise, or in larger, more intricate team structures, may exhibit different patterns of AI adoption

and effectiveness.

Perhaps our most striking finding concerns AI’s role in transforming professional expertise

boundaries. Traditional organizational theory has long emphasized the importance of specialized

knowledge and clear functional boundaries. Our results suggest AI fundamentally disrupts this

paradigm. Without AI, we observed clear professional silos - Commercial specialists proposed

predominantly commercial solutions while R&D professionals favored technical approaches.

When teams worked without AI, they produced more balanced solutions through cross-functional
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collaboration. Remarkably, individuals using AI achieved similar levels of solution balance

on their own, effectively replicating the knowledge integration typically achieved through

team collaboration. This suggests AI serves not just as an information provider but as an

effective boundary-spanning mechanism, helping professionals reason across traditional domain

boundaries and approach problems more holistically.

The emotional implications of AI integration are particularly noteworthy. Contrary to fears

about AI creating negative workplace experiences, we found consistently positive emotional

responses to AI use, including increased excitement and enthusiasm, as well as reduced anxiety

and frustration. Unlike some earlier waves of technological change, and even earlier iterations of

AI technologies, GenAI’s interactive features appear to create remarkably positive experiences for

workers, aligning with emerging evidence on the beneficial psychological effects of conversational

AI (Trist and Bamforth, 1951; Dell’Acqua et al., 2023a; Li et al., 2023). These findings suggest that

successful AI integration should focus on helping workers better recognize and internalize their

improved performance capabilities.

These results indicate that AI is no longer merely a passive tool but rather functions as a

“cybernetic teammate.” By interfacing dynamically with human problem-solvers — providing

real-time feedback, bridging cross-functional expertise, and influencing self-reported emotional

states — GenAI shows its capacity to occupy roles we typically associate with human

collaborators. In this sense, AI not only enhances individual cognitive work but also replicates

key collective functions, such as ideation and iterative refinement, helping teams address complex

challenges more holistically. While AI cannot fully replicate the richness of human social and

emotional interaction, its ability to contribute as a genuine collaborator suggests a marked shift in

how knowledge work can be structured and carried out.15 Our findings also speak to a growing

body of literature that conceptualizes AI not merely as a tool or a medium, but rather as an

active "counterpart" within broader socio-technical systems. Drawing on distributed cognition

(Hutchins, 1991, 1995) and Actor–Network Theory (Callon, 1984; Latour, 1987, 2007), recent

organizational work highlights the importance of examining AI’s development, implementation,

and use alongside a wide array of human actors and organizational infrastructures (Anthony et al.,

2023). Our study supports and extends these arguments by demonstrating that GenAI can shape

expertise sharing, team dynamics, and social engagement in ways that exceed the traditional

boundaries of automation. In other words, AI’s role transcends that of a mere tool or facilitator,
15See Leonardi and Neeley (2022) and Farrell et al. (2025) for related discussions.
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entering the relational fabric of collaboration itself. By treating AI as an active counterpart, and in

fact as a proper teammate, we gain deeper insight into how GenAI mediates, and is mediated by,

the collective processes that form the backbone of modern teamwork.

These findings have significant organizational implications. First, organizations may need to

fundamentally rethink optimal team sizes and compositions. The fact that AI-enabled individuals

can perform at levels comparable to traditional teams suggests opportunities for more flexible

and efficient organizational structures. At the same time, an important nuance emerges when

considering top-tier solutions: AI-augmented teams were more likely to produce proposals

ranking in the top decile, underscoring the unique synergy produced by combining human

collaboration with AI-based augmentation. This may be a crucial consideration for organizations,

as different firms may respond differently. Some firms may focus on the efficiency side, while

others may focus on the complementarity.16 The increased speed and comprehensiveness of

AI-enabled work—evidenced by significantly longer solutions produced in less time—suggests

opportunities to redesign work processes and deliverable expectations. Organizations should

invest in developing their workers’ AI interaction capabilities, as this appears to be an increasingly

critical skill. Given AI’s ability to break down silos, there is also value in training workers to think

more broadly across functional boundaries.

Our findings suggest several promising avenues for future research. First, how do the benefits

of AI integration evolve as users become more sophisticated in their AI interactions? Given

our participants’ relative inexperience with AI, understanding the learning curve and potential

ceiling effects becomes crucial. Second, what features of AI systems specifically support effective

knowledge integration across professional boundaries? Third, how do organizations effectively

capture and disseminate best practices for AI-enabled work? Finally, how does AI integration

affect the development of domain expertise over time? Does AI-enabled boundary spanning lead

to genuine expertise development, or does it primarily facilitate access to existing knowledge?

Our research demonstrates that AI adoption necessitates rethinking fundamental assumptions

about team structures and organizational design. By showing that AI can elevate individual

performance to levels comparable to traditional teams while simultaneously breaking down

professional silos, our findings contribute to both the emerging literature on AI in organizations

and classical theories of team effectiveness. The increased likelihood of exceptional performance

in AI-enabled teams, combined with evidence of reduced functional boundaries and positive

16Our partner P&G was squarely focused on the potential for top quality solutions.
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emotional effects, suggests complex interactions between human and artificial capabilities

that merit further investigation. As organizations continue to integrate AI technologies,

understanding these dynamics will be crucial for organizational theory and practice. Future

research should examine how these patterns evolve as users develop greater AI proficiency, how

different organizational contexts moderate these effects, and how sustained AI use impacts the

development and transfer of expertise within organizations.

These findings challenge the notion of AI as merely an advanced search engine or convenient

text generator, instead highlighting its role as an active participant in collaborative networks.

By contributing to decision-making, creativity, and even emotional responses, AI is reshaping

the conditions under which teams form and function. While questions remain about how AI

will influence long-term skill development and trust, our evidence underscores a pivotal shift in

knowledge work—one that calls for new ways of understanding the evolving interplay between

human and machine contribution, and a new science of cybernetic teams
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Figure 1: Treatment Matrix

Notes: This figure displays the 2x2 experimental design showing four conditions: individuals and teams working

either with or without AI assistance.
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Figure 2: Average Solution Quality

Notes: This figure displays the average quality scores for solutions across different groups, showing the relative

performance of AI-treated versus non-AI-treated groups with standard errors.
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Figure 4: Time Saved

Notes: This figure shows the average time saved (in minutes) when preparing solutions by groups treated with AI

versus those without AI with standard errors.
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Figure 5: Average Solution Quality: Core-jobs versus Not

Notes: This figure displays the average quality scores for solutions across different groups, separating between

participants who are more familiar with this type of task (on the left), and participants less familiar with it (on the

right) with standard errors.

33



Figure 6: Degree of Solution Technicality for Individuals

(a) Individual - No AI (b) Individual - With AI

Notes: These figures illustrate the difference in idea generation between commercial and technical participants, with

and without AI assistance. In both graphs, blue represents commercial participants and yellow represents technical

participants. The x-axis indicates the commercial nature of ideas, with higher values representing more technically-

oriented suggestions.
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Figure 7: Evolution of Positive Emotions during the Task

Notes: This figure presents the difference in self-reported positive emotions among participants before and after the

task, comparing AI-treated and non-AI-treated groups to examine the emotional impact of AI on teamwork with

standard errors. Positive emotions are answers to questions about enthusiasm, energy, and excitement. Higher

numbers indicate stronger emotional responses.
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Figure 8: Evolution of Negative Emotions during the Task

Notes: This figure presents the reduction in self-reported negative emotions among participants before and after the

task, comparing AI-treated and non-AI-treated groups to examine the emotional impact of AI on teamwork with

standard errors. Negative emotions are answers to questions about anxiety, frustration, and distress. Higher numbers

indicate negative emotions decreased.
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Figure 9: Top 10% Solutions

Notes: This figure displays the proportion of top 10% solution across different treatments with standard errors.
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Figure 10: Perceived Likelihood of Top 10 Placement by Treatment Group

Notes: This table shows the percentage of participants in each treatment group who expected their solution to rank

among the top 10. It reflects participants’ confidence in their solutions across different conditions with standard errors.
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Figure 11: Degree of Solution Technicality for Teams

Notes: These figures illustrate the difference in idea generation for teams. Dark blue represents Team No AI and red

represents Team + AI. The x-axis indicates the commercial nature of ideas, with higher values representing more

technically-oriented suggestions.

Figure 12: Retention of AI-aided Solutions

Notes: This figure shows the distribution of AI-generated content retained in final solutions for AI-treated participants

(individuals and teams). Retainment rate represents the proportion of sentences in submitted solutions that were

originally produced by AI (with at least 90% similarity), excluding content from initial human prompts.
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Figure 13: Similarity between Solutions

Notes: This figure shows the kernel density distribution of semantic similarity across solution types. Distance from

mean represents how semantically different solutions are from each other within each condition, with lower values

indicating higher similarity. We measure semantic similarity using sentence embeddings and calculate the cosine

distance between solutions.
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Table 1: Summary Statistics

Individual

Individual No AI Individual + AI Mean Diff.

Female 0.578 (0.494) 0.555 (0.497) -0.023
Male 0.422 (0.494) 0.432 (0.495) 0.010
Band Level 2.071 (0.742) 2.065 (0.762) -0.006
Experience inside company (years) 12.351 (8.293) 11.816 (7.807) -0.535
R&D Specialist 0.604 (0.491) 0.594 (0.493) -0.010
Use of ChatGPT at work (1-5 Likert) 2.786 (1.126) 2.735 (1.206) -0.050
Use of ChatGPT personal (1-5 Likert) 2.468 (1.200) 2.529 (1.147) 0.061
Access to ChatGPT at work (Yes=1, No=0) 0.812 (0.392) 0.800 (0.401) -0.012
Expectation of AI use at work pre (1-5 Likert) 3.539 (0.951) 3.555 (1.027) 0.016
Individuals 154 155

Team

Team No AI Team + AI Mean Diff.

Female 0.596 (0.492) 0.556 (0.498) -0.040
Male 0.404 (0.492) 0.444 (0.498) 0.040
Band Level 2.000 (0.714) 2.083 (0.734) 0.083
Experience inside company (years) 10.091 (7.616) 10.476 (8.108) 0.385
R&D Specialist 0.500 (0.501) 0.500 (0.501) 0.000
Use of ChatGPT at work (1-5 Likert) 2.574 (1.225) 2.615 (1.179) 0.041
Use of ChatGPT personal (1-5 Likert) 2.326 (1.056) 2.480 (1.092) 0.154
Access to ChatGPT at work (Yes=1, No=0) 0.713 (0.427) 0.746 (0.384) 0.033
Expectation of AI use at work pre (1-5 Likert) 3.430 (1.003) 3.534 (1.021) 0.103
Team participants 230 (115 Teams) 252 (126 Teams)

Note: Standard deviations in parentheses. + p < 0.2, ∗ p < 0.1, ∗∗ p < 0.05, ∗ ∗ ∗ p < 0.01
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Table 2: Solution Quality (Standardized)

Quality Quality Quality

Team No AI 0.245∗∗ 0.262∗∗ 0.307∗∗

(0.120) (0.122) (0.131)
Individual + AI 0.373∗∗∗ 0.386∗∗∗ 0.370∗∗∗

(0.106) (0.108) (0.107)
Team + AI 0.392∗∗∗ 0.404∗∗∗ 0.463∗∗∗

(0.122) (0.123) (0.139)

Team+AI = Team No AI p = 0.242 p = 0.254 p = 0.216

Fixed Effects X X
Controls X

Control Mean 0.000 -0.173 0.306
(0.081) (0.173) (0.228)

Observations 550 550 550
Adjusted R² 0.023 0.023 0.048

Note: P-values for the t-tests comparing "Team+AI" and "Team No AI" are reported. Fixed effects and controls as
discussed in the text. + p < 0.2, ∗ p < 0.1, ∗∗ p < 0.05, ∗ ∗ ∗ p < 0.01

Table 3: Solution Length

Length Length Length

Team No AI 30.456 56.746∗ 57.184+

(27.419) (30.865) (38.673)
Individual + AI 504.507∗∗∗ 511.568∗∗∗ 503.833∗∗∗

(42.963) (45.206) (45.081)
Team + AI 543.745∗∗∗ 556.997∗∗∗ 551.578∗∗∗

(42.328) (43.737) (51.989)

Fixed Effects X X
Controls X

Control Mean 381.422 306.565 336.197

Observations 550 550 550
Adjusted R² 0.317 0.337 0.344

Note: Standard errors in parentheses. Fixed effects and controls as discussed in the text. +p<0.2, ∗p<0.1, ∗∗p<0.05,
∗ ∗ ∗p<0.01
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Table 4: Total Time for Task Completion (Log)

Log Time Log Time Log Time

Team No AI 0.038 0.023 −0.015
(0.072) (0.072) (0.080)

Individual + AI −0.366∗∗∗ −0.374∗∗∗ −0.362∗∗∗

(0.070) (0.070) (0.070)
Team + AI −0.318∗∗∗ −0.324∗∗∗ −0.344∗∗∗

(0.078) (0.078) (0.090)

Team+AI = Individual+AI p = 0.539 p = 0.519 p = 0.467

Fixed Effects X X
Controls X

Control Mean 7.333 7.548 7.666

Observations 550 550 550
Adjusted R² 0.075 0.098 0.112

Note: Standard errors in parentheses. Fixed effects and controls as discussed in the text. +p<0.2, ∗p<0.1, ∗∗p<0.05,
∗ ∗ ∗p<0.01

Table 5: Solution Quality by Familiarity with the Type of Task (Standardized)

Non-core jobs Core jobs
Quality Quality Quality Quality Quality Quality

(Model 1) (Model 2) (Model 3) (Model 1) (Model 2) (Model 3)
Team No AI 0.023 0.026 -0.132 0.309** 0.328** 0.377**

(0.228) (0.240) (0.248) (0.152) (0.151) (0.165)
Individual + AI 0.324** 0.356** 0.360** 0.433*** 0.457*** 0.457***

(0.149) (0.151) (0.156) (0.152) (0.150) (0.153)
Team + AI 0.330+ 0.299+ 0.203 0.397** 0.386** 0.455**

(0.213) (0.212) (0.253) (0.157) (0.157) (0.179)

Fixed Effects X X X X
Controls X X
Control Mean -0.009 -0.194 0.382 0.010 -0.143 0.311

(0.112) (0.258) (0.336) (0.117) (0.232) (0.317)
Observations 218 218 218 332 332 332
Adj. R-squared 0.014 0.009 0.032 0.019 0.040 0.062
+ p < 0.2, * p < 0.1, ** p < 0.05, *** p < 0.01

Standard errors in parentheses. Fixed effects and controls as discussed in the text. + p < 0.2, ∗ p < 0.1, **p < 0.05, ∗ ∗ ∗
p < 0.01
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Table 6: Evolution of Self-Reported Positive Emotions Before and After the Task (Standardized)

Positive Emotions Positive Emotions Positive Emotions

Team No AI 0.269∗∗ 0.254∗∗ 0.257∗

(0.124) (0.126) (0.137)
Individual + AI 0.457∗∗∗ 0.475∗∗∗ 0.485∗∗∗

(0.107) (0.106) (0.106)
Team + AI 0.635∗∗∗ 0.635∗∗∗ 0.666∗∗∗

(0.131) (0.129) (0.153)

Fixed Effects X X
Controls X

Control Mean 0.000 −0.315 0.012

Observations 533 533 533
Adjusted R² 0.050 0.064 0.070

Note: Standard errors in parentheses. Fixed effects and controls as discussed in the text. + p < 0.2, ∗ p < 0.1, ∗∗ p <
0.05, ∗ ∗ ∗ p < 0.01

Table 7: Evolution of Self-Reported Negative Emotions Before and After the Task (Standardized)

Negative Emotions Negative Emotions Negative Emotions

Team No AI −0.136 −0.094 −0.006
(0.124) (0.121) (0.141)

Individual + AI −0.233∗∗ −0.247∗∗ −0.263∗∗

(0.117) (0.116) (0.117)
Team + AI −0.235∗∗ −0.221∗ −0.157

(0.118) (0.116) (0.138)

Fixed Effects X X
Controls X

Control Mean 0.000 0.166 0.068
(0.082) (0.166) (0.252)

Observations 530 530 530
Adjusted R² 0.005 0.022 0.031

Note: Standard errors in parentheses. Fixed effects and controls as discussed in the text. + p < 0.2, ∗ p < 0.1, ∗∗ p <
0.05, ∗ ∗ ∗ p < 0.01
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Table 8: Average Evolution of Self-Reported Positive Emotions Before and After the Task based on
Expectation of Use of AI at Work

Without AI (Control) With AI (Treatment)
Positive E. Positive E. Positive E. Positive E. Positive E. Positive E.

Diff. in Expected 0.297∗ 0.231+ 0.140 0.678∗∗∗ 0.701∗∗∗ 0.638∗∗∗

Use of ChatPG (0.171) (0.178) (0.182) (0.248) (0.234) (0.243)

Fixed Effects X X X X
Controls X X

Control Mean −0.992 −1.606 −1.083 0.013 −0.931 0.992

Observations 262 262 262 271 271 271
Adjusted R² 0.007 0.025 0.036 0.029 0.059 0.086

Note: Standard errors in parentheses. Fixed effects and controls as discussed in the text. +p<0.2, ∗p<0.1, ∗∗p<0.05,
∗ ∗ ∗p<0.01

Table 9: Average Evolution of Self-Reported Negative Emotions Before and After the Task based
on Expectation of Use of AI at Work

Without AI (Control) With AI (Treatment)
Negative E. Negative E. Negative E. Negative E. Negative E. Negative E.

Diff. in Expected −0.270∗ −0.240∗ −0.170 −0.581∗∗∗ −0.607∗∗∗ −0.663∗∗∗

Use of ChatPG (0.137) (0.144) (0.154) (0.190) (0.188) (0.201)

Fixed Effects X X X X
Controls X X

Control Mean −0.134 0.122 0.109 −0.449∗∗ 0.110 0.880

Observations 259 259 259 271 271 271
Adjusted R² 0.007 0.032 0.071 0.023 0.028 0.077

Note: Standard errors in parentheses. Fixed effects and controls as discussed in the text. +p<0.2, ∗p<0.1, ∗∗p<0.05,
∗ ∗ ∗p<0.01

45



Table 10: Probability of Being Rated Top 10% of Quality Scores

Top Quality Top Quality Top Quality

Team No AI 0.037 0.045+ 0.054+

(0.033) (0.034) (0.041)
Individual + AI 0.019 0.029 0.030

(0.029) (0.029) (0.029)
Team + AI 0.092∗∗ 0.098∗∗ 0.112∗∗

(0.037) (0.038) (0.045)

Team+AI = Team No AI p = 0.190 p = 0.207 p = 0.175
Team+AI = Individual+AI p = 0.061 p = 0.077 p = 0.069

Fixed Effects X X
Controls X

Control Mean 0.058 -0.040 0.025

Observations 550 550 550
Adjusted R² 0.008 0.010 0.003

Note: P-values for the t-tests comparing "Team+AI" with "Team No AI" and "Individual+AI" are reported. Fixed effects
and controls as discussed in the text. +p<0.2, ∗p<0.1, ∗∗p<0.05, ∗ ∗ ∗p<0.01
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Appendix

A Problem Statements

We report below the problem statements presented to participants during the hackathon.
These statements reflected real business challenges that the respective business units were
actively working on at the time of the experiment. Each statement was accompanied by
relevant market data and additional contextual information provided by the business units. All
statements represented significant innovation opportunities identified by senior management. For
confidentiality, we have removed specific brand names and company references, indicated by
[brand] or [company].

1. Business Unit 1 Problem Statement:
"How to help consumers transition from product form X to Y [specific product examples
removed]?"

2. Business Unit 2 Problem Statement:
"How to motivate consumers who have never tried product form X to try it as part of their
regimen"

3. Business Unit 3 Problem Statement:
"How do we make the current portfolio of Brand X form/regimen offerings in the category
simple to understand and choose to shop as a ‘one size fits all solution’, versus competitors
who offer only a single offering?[company and competitor examples removed])?"

4. Business Unit 4 Problem Statement:
"What are ways we can affect the consumer dosing habits of product X to help them achieve
better health?"
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B Solution Evaluation Process

This section details the evaluation process used to assess the quality and characteristics of
solutions generated during the experiment.

B.1 Evaluator Selection and Composition

The evaluation of solutions was conducted by a panel of 22 expert evaluators who collectively
performed 1,595 evaluations across 550 unique solutions, resulting in an average of around three
evaluations per solution. All evaluators were experienced professionals with backgrounds in
business and technology - MBA and Engineering students, or recent graduates, at a top business
or engineering school, ensuring a comprehensive assessment of both technical and commercial
aspects of the proposed solutions.

B.2 Evaluation Process

Each evaluator was assigned approximately 70 solutions to review. For each solution, evaluators
assessed the solutions, comprising of five key components:

1. Idea Name

2. Recommended Solution

3. Rationale Details

4. Critical Work Required

5. Support or Resources Needed for Implementation

B.3 Evaluation Metrics

Evaluators assessed each solution on five primary dimensions using a 1-10 scale:

• Overall Quality: A comprehensive assessment of the solution’s merit

• Novelty: The originality and uniqueness of the approach

• Impact: The effectiveness in addressing the problem and creating value

• Business Potential: The potential for significant business benefit and value creation

• Feasibility: The practicality and achievability of the proposed approach

Additionally, evaluators assessed the technical versus commercial orientation of each solution
on a separate 1-7 Likert scale.
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B.4 Quality Control and Evaluation Reliability

To maintain evaluation integrity, evaluators agreed to strict confidentiality requirements.
To ensure evaluation reliability, solutions received multiple independent assessments. Final

scores for each solution were calculated by averaging all individual evaluations.
To assess evaluation consistency, we measured inter-rater reliability using multiple metrics.

Our analysis revealed an ICC2 of 0.452, Kendall’s Tau of 0.153, and Pearson’s r of 0.198. These
values align with established reliability standards in innovation assessment, where Seeber et al.
(2024) report ICC values of 0.11-0.55 for grant evaluations. The variance distribution (total: 3.93;
solution: 1.77; evaluator: 0.51; error: 1.64) indicates that differences in solution quality, rather than
evaluator bias, drove most rating variance.

Our approach of using 22 domain experts who conducted 1,595 evaluations across 550
solutions (averaging 2.89 assessments per solution) follows standard practice in innovation
evaluation. Evaluators were blind to experimental conditions and used predefined metrics.
While perfect agreement is rare in subjective, knowledge-intensive tasks, our reliability metrics
provided sufficient consensus for meaningful comparison across conditions, consistent with
research showing that even with moderate agreement levels, averaged ratings effectively identify
quality differences (Cole et al., 1981; Wessely, 1998).
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C Prompts

For this paper, the authors focused on creating specific prompts to integrate with the innovation
process, rather than replacing it with automated systems. Our intent was not to automate any
part of the existing workflow but rather to help participants engage in their standard exploratory
process, using the AI as they saw fit. Rather than optimizing for precision or consistent outputs,
we designed the prompts to encourage dialogue and draw out participants’ assessment of the AI’s
outputs.

We identified specific integration points in this early innovation workflow that were both
challenging and time-consuming for humans and yet straightforward for the AI, and we aimed to
maximize each party’s strengths. Our prompting approach integrated three elements: established
business methodologies, evidence-based prompting techniques, and deliberate strategies to draw
out iterative engagement and domain expertise. Prompting techniques included direct, explicit
instructions, personas, clear constraints, few-shot examples, and Chain-of-Thought reasoning.
Below we describe these approaches:

C.1 Chain-of-Thought

Chain-of-Thought is an established prompting technique that instructs the AI to articulate its
reasoning step by step before delivering a response. This approach often involves breaking down
complex tasks into smaller sequential components and asking the AI to refine its responses. We
explicitly structured our prompts to mirror expert thought processes, breaking down complex
tasks for better performance. For instance, in our ideation prompts, we first asked the AI to output
numerous ideas and then asked it to refine and narrow down those ideas, explaining its reasoning
at each step.

C.2 Purposeful Elicitation

Purposeful Elicitation involves directing the AI to ask the user questions. This technique has
significant user experience implications and, in our prompts, serves three purposes. First, it
makes for a longer conversation, which can improve output. In some cases, we direct the AI to
ask the participant open-ended questions so that what might have been a short interaction turns
into a longer conversation allowing the participant to guide output, provide more context, or
redirect the conversation. Second, it helps the AI gather context. Third, it can create deliberate
opportunities for participant input. Creating deliberate pause points in which the AI cannot
proceed without gathering information from the participants gives participants an opportunity
to add their judgment or expertise to the conversation.

C.3 Personas

Personas involve assigning the AI a professional role (“you are an innovation specialist”) to
provide context and shape how it analyzes problems and structures responses.

C.4 Role-Play

Role-Play extends beyond persona to create interactive and dialogue-based simulations. The AI
actively embodies a character (such as a simulated customer) and responds to questions, adapting
its response based on the interaction. It can do so fairly realistically, even with just a prompt. The
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AI’s ability to role-play creates a low-stakes environment for testing ideas, exploring perspectives,
and following up on interesting responses that would be costly and hard to scale with real users.

C.5 Constraints

Constraints in prompts can serve as guardrails that keep the AI on track. These are not merely
limitations but directives that help the AI achieve its goal. We add constraints to prompts to ensure
consistency, draw out participant expertise, and to allow for natural dialogue. For instance, we
instruct the AI not to “provide a solution” in the framing prompt so that participants can spend
time analyzing options; we instruct the AI to only ask “one question at a time” to allow a more
natural flow to the conversation, and we instruct the AI to “Wait for the team to respond. Do not
move on until the team responds” in the role-play prompt so that participants and not the AI pick
a specific persona to interview. Collectively, constraints can create more productive interactions,
elicit participant expertise, and prevent the AI from defaulting to providing immediate solutions.

Specific prompts use these approaches in different ways.

C.6 Specific Prompts

C.6.1 Ideation Prompts

We developed ideation prompts based on well-known ideation principles including generating
many ideas before evaluation, using constraints to focus the problem space, and the integration of
different perspectives. The prompts begin with explicit instructions for participants to share their
problem statement, followed by a structured ideation using step-by-step prompting. The prompt
instructs the AI to generate many ideas and then evaluate these and modify and finally to develop
each into a detailed concept. Participants can see the ideas being developed, observe evaluations,
and intervene or redirect at any point.

C.6.2 Framing Prompt

Our framing prompts were built on problem-framing techniques that allow practitioners to
view challenges from multiple perspectives. The Alternative Structuring of the Problem prompt
establishes a persona (an innovation specialist) who guides participants through the process but
whose role is constrained (analyze, but do not provide a solution). We used a few-shot approach
providing examples of different frameworks without constraining the possible perspectives. The
prompt was explicitly structured to create a collaborative analysis process, beginning with an
introduction, an explanation of the value of reframing, and an offer to help participants view the
problem from multiple perspectives.

C.6.3 Simulated Customer Interview Prompt

For customer interviews, we combined traditional market research in the form of the customer
interview with the AI’s capacity to role-play different personas simultaneously and quickly
create numerous opportunities for simulated customer interviews. This structured prompt moves
through distinct phases: persona creation, question development, interview, and post-interview
analysis. The prompt establishes the AI as both a consumer psychologist (facilitator or guide) and
a customer (interviewee) with clear rules about role adherence. We also create deliberate pause
points requiring participant input and turn-taking and instruct the AI to encourage iteration (“do
this several times with different customers”) and reflection.
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Prompts are provided below. Not all prompts can be provided because some are based on the
proprietary processes used at the research site.

C.7 Prompts

C.7.1 Problem Definition

Basic Research

You are an incredibly smart and experienced research assistant asked to gather
information to help analyze the following problem: [Insert Problem Statement]

First introduce yourself to the team and let them know that you want to help the team
begin their research process.

Second ask them for any documents they might have to help you with research.
Then ask the team a series of questions 2-3 about the problem (ask them 1 at a time and

wait for a response). You can also suggest responses or offer up multiple-choice
responses if appropriate; if applicable, provide an all or none of the above option.

The goal is to narrow down your research focus. Then gather what information you can to
try and answer those questions using the documents and what you know. Actually do
it. Dont just say youll do it. You can also suggest other avenues for exploration to
help analyze the problem.

Consumer Simulation

For five different consumers that have [Insert PROBLEM] provide the following in a
succinct way:

Describe your consumer (WHO) and their Job To Be Done (JTBD), Problem to Solve (WHAT)
Describe the consumers current habit & how they solve the problem today.

Alternative Structuring of the Problem

You are an innovation specialist and helping a team work on the following problem:
<INSERT PROBLEM> First introduce yourself to the team and let them know that you are
here to help them analyze the problem. Explain that reframing a problem can be
helpful because it can help shift the focus and help the team look at the problem
from different angles and because it can encourage creative thinking. Then, given
the framing of this problem, suggest 3 to 4 different ways to frame the problem.
These can include 2x2 graphs, Porter’s Five Forces, Root Cause Analysis, the 3 Ps
for positive psychology, and more. Number those and actually frame the problem in
italics within the frame. Tell the team they can pick any framing they like and work
through this with you. You should work with the team, ask questions, make
suggestions, and help them analyze this problem. Your role is not to find a solution
but to analyze the problem.

C.7.2 Ideation

General Ideation

Generate new product ideas with the following requirements: [Insert problem statement].
The ideas are just ideas. The product need not yet exist, nor may it necessarily be
clearly feasible.

Follow these steps. Do each step, even if you think you do not need to. First, generate
a list of 20 ideas (short title only). Second, go through the list and determine
whether the ideas are different and bold, modify the ideas as needed to make them
bolder and more different. No two ideas should be the same. This is important! Next,
give the ideas a name and combine it with a product description. The name and idea

52



are separated by a colon and followed by a description. The idea should be expressed
as a paragraph of 40-80 words.

Do this step by step!

Five Vectors

Generate new product ideas for [INSERT PROBLEM] using the 5 vectors of superiority from
P&G. The vectors are: Superior Product, Superior Packaging, Superior Brand
Communication, Superior Retail Execution, and Superior Customer and Consumer Value.
Generate 5 ideas for each vector. No ideas should be the same.

Constrained Ideation

Pick 4 random numbers between 1 and 11. Then, for each number, look at the appropriate
lines on the list below and use the constraint you find for that number to generate
an additional 3 ideas that solve the question but adhere to the constraints. Take
the constraint literally.

List:
1 Must rhyme
2 Must be expensive
3 Must be very cheap
4 Must be very complicated
5 Must be usable by an astronaut
6 Must be usable by a superhero
7 Must be very simple
8 Must appeal to a child
9 Must be scary
10 Must be related to a book or movie
11 Must be made only of natural products

Selection

Read all the ideas so far. Select the ten ideas that combine feasibility, uniqueness,
and the ability to drive a competitive advantage for the company the most, and
present a chart showing the ideas and how they rank.

For each idea in the chart, describe the main features and functionalities of the
proposed solution and how we might drive category growth (i.e., # of users, usage
occasions, premiumization).
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Figure A1: Length of Solutions Produced

Notes: This figure compares the length of solutions produced by AI-treated groups with those produced by

non-AI-treated groups with standard errors.
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